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Who we are: »—q\’ s

* European Centre for Medium Range Weather Forecasts (ECMWF)

 Independent intergovernmental organisation est. 1975  * e U/

« 23 member states and 12 co-operating states
« Duty stations in Reading (HQ), Bonn, Bologna (DC)
» Research institute and 24/7 operational weather centre
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What we do: o a
F{eadmgx <f °
: : b xBonn ) . e
* Produce and disseminate global NWP products / p
- Operate world's largest meteorological data archive ,_\ S
« Deliver Copernicus services (CAMS and C3S) /. : D/ ( J_ Q BV RN >
« Provide computing resources to Member States / Bologna 0 ;\\\ . ; 'jj/ﬂzi |
» Develop Destination Earth Digital Twins of the Earth andthe D|thaI \ \
Twin Engine e N
ECMWEF’s role is to address the critical and /
difficult research problems in medium-range Y i —_
N TN & >
no one country could tackle on its owp | \ (
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A NOVEL INFORMATION SYSTEM
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HIGH PERFORMANCE
COMPUTING IN
EuroHPC
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TWO HIGH PRIORITY DIGITAL TWINS

To support the efforts of defining and
planning activities linked to climate
change adaptation

To support decision making for
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Climate change adaptation

Weather-induced extremes
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THE CLIMATE CHANGE ADAPTATION DIGITAL TWI

New type of climate information system used to assess impacts of climate change
and different adaptation strategies at local and regional levels over multiple decades.

Key features:
User-driven approach focused on user interactivity.
Global multi-decadal climate simulations at unprecedented horizontal resolution.

|

Configurable and scalable end-to-end workflows.
Deployment on EuroHPC supercomputers across different hardware architectures.
Novel approach with streaming of climate model output to impact models

VYV VY

Quality assessment and uncertainty quantification based on observations.




Funded by

the European Union

Destination Earth ..cvenay, S ECMWF esa @ EUMETSAT

-

CscC

<= DKRZ

DEUTSCHES
KLIMARECHENZENTRUM

2+

*
ALFRED-WEGENER-INSTITUT
HELMHOLTZ-ZENTRUM FUR POLAR-
UND MEERESFORSCHUNG

HELMHOLTZ

MAX-PLANCK-INSTITUT
FUR METEOROLOGIE

Barcelona .
Supercomputing Deutscher Wetterdienst
Center 5 Wetter und Klima aus einer Hand N7y
Centro Nacional de Supercomputacion

—

Hewlett Packard
Enterprise ILMATIETEEN LAITOS

W 1859 e
‘\‘\o‘ 40“*‘

HELSINGIN YLIOPISTO
HELSINGFORS UNIVERSITET
UNIVERSITY OF HELSINKI



MTGI observations ECMWEF IFS 2.8km simulation
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ICON IFS-FESOM IFS-NEMO
Aug 2039 Jan 2039 Aug 2038

S — Atmosphere: clouds (white), precipitation rate (color) visualization created by
Ocean: temperature (color), current speed (brightness) Andreas Miiller (ECMWF)
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Barcelona
Supercomputing

Center

Centro Nacional de Supercomputacion

*
o S S
Frox * 13
EEE* *333 EuroHPC
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ONE GRID (AND PARAMETER SET) TO RULE THEM ALL

AT

IFS Reduced Gaussian grid

HEALPix grid
FESOM?2 unstructured grid NEMO ORCA grid
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ON-THE-FLY I/O POST-PROCESSING AND STATISTICS

-----------------------------------------------------------------------------------

10 Server

Model  |— , S
~{ Statistics —p Sk
Model  (— —
Model — Sink
. Transport —<—Jp{ Aggregate ——JP Encode (FDB) '
Model -t E
Compute Sink :
'-h Aggregate |—p» {Amunﬂ“me} 9 Encode :

...................................................................................

Sarmany et al. (2024), MultlO: A Framework for Message-Driven Data Routing for Weather and Climate Simulations,
PASC ’24. https://doi.org/10.1145/3659914.3659938
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SNAPSHOTS OF DESTINE CLIMATE PROJECTIONS

IFS-FESOM & IFS-NEMO

Gulf stream in Oct 2034 with ocean potential temperature between 2-4m depth from high-resolution ICON-ocean (left),
IFS-FESOM2 (middle) and IFS-NEMO (right) data, with all three consistently stored on the common HEALPix H1024 grid.

12
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@ Terminal Shell Edit View Window Help 0 iHh B % B ¢ O 3 ® B 2 Q 8 Mon20.0ct 16:40

localhost

pyler Healpix_ocean_example Last Checkpoint: 10 minutes ago [
File Edit View Run Kemel Settings Help

Trusted
8+ X0M0>mcm Raw

JupyterLab> @ Python 3 (ipykernel) ©

[Exasple of semantic data access to Climate DT from three different madels

import xarray as xr

import numpy as np

import eccodes

import healpy as hp

inport matplotlib.pylab as plt
import matplotlib.cm as ca
import cartopy.crs as ccr

request
dt",

ariomip",
p3-7.0"

: 26350

earthkit.data.from_source("poly request, addresss Lytope. lur

dnp=datal(@).values-27

sh S m

0 Zs 3i~ —-zsh
(base) naw@eNilss-MBP-2 demo % conda activate destinej_

Coutsvity o svenaramiy g

“experiment": "ssp3-7.0",
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CLIMATE DT SIMULATIONS

 Control (10-15 years)

. 1990 forcing with no change in forcing over time to quantify model drift and simulated inter-annual variability
. Provide relevant context for interpreting historical and scenario simulations

* Historical (20-30 years)
. Starting in 1990, the forcing follows observed changes in greenhouse gases, aerosols etc. until 2020

. Standardised CMIP6 forcing

. Essential for model evaluation and quality control as it allows comparison to observations.

*  Future Projection (20-35 years)

. Project how climate will change on a global and local scale in the future

. Forcing changes according to the Shared Socioeconomic Pathway (SSP) 3-7.0 scenario from ScenarioMIP
e Storylines for past, present, future climate (8 years)

. What-if capability to explore how a weather event we experienced in the recent past would change in a warmer climate

and how it would have looked in past pre-industrial conditions 14



Type of simulation Model Resolution (km) Period System Number Output Progress
atmosphere ocean of nodes  (TB)
Phase 1
Future projection ICON 5) ) 2020-2039 LUMI-G 158 840 I 100%
Future projection IFS-NEMO 4.4 8.3 2020-2039 LUMI-C 215 840 I 100%
Future projection IFS-FESOM 4.4 ) 2020-2039 MNb5H-GPP 284 840 I 1009%
Historical simulation ICON 10 5 1990-2019 LUMI-G 106 315 I 100%
Historical simulation IFS-NEMO 9 8.3 1990-2001  LUMI-C 256 126 I 100%
Storyline simulation (past) [FS-FESOM 9 5 2017-2024 LUMI-C 201 84 I 100%
Storyline simulation (present) IFS-FESOM 9 5 2017-2024  LUMI-C 201 84 I 100%
Storyline simulation (future)  IFS-FESOM 9 5 2017-2024 LUMI-C 201 84 I 100%
Control simulation IFS-NEMO 9 8.3 15 years LUMI-C 256 262 I 100%
Control simulation IFS-FESOM 9 5) 17 years ~ MN5-GPP 284 157 I 100%
Phase 2
Historical simulation IFS-NEMO 4.4 8.3 1990-2014 MN5-GPP 260 1051 I 100%
Historical simulation IFS-FESOM 4.4 5) 1990-2014 LUMI-C 279 1051 I 100%
Historical simulation ICON 5) 5 1990-2014  LUMI-G 106 315 I 100%
Control simulation ICON 5 5 10 years LUMI-G 128 438 I 1009%
Control simulation I[FS-FESOM 4.4 5 10 years LUMI-C 279 438 I 100%
Control simulation IFS-NEMO 4.4 8.3 15 years ~ MN5-GPP 248 262 I 1009%
Future projection IFS-NEMO 4.4 8.3 2015-2049 MN5H-GPP 260 1260 N 157%
Future projection IFS-FESOM 4.4 5) 2015-2049  LUMI-C 279 1260 B 60%
Future projection ICON 5) 5) 2015-2049 LUMI-G 128 1008 L 1%

15
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CLIMATE DT WORKFLOWS

Model 1
IFS-NEMO
Generic
State
|Fr;.1$:::!:::m " Vedkr
- (HEALPix
grid)

Model 3 .
ICON

HPC workflows

T O . S . S e S

uncertainty quantification

I
B Application :
=TT Use case |
. I
s’ I
¥ I
Field data Data streaming |  Future :
object store applications ' 1
I
I
| rmm—gm—mm e e e ==t = - =
I
Quality assesment and |
I
I

|
|
Data Datalake |
|
|
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CLIMATE DT WORKFLOWS

avi REMOTE_SETUP

AE_ 1AL _drfalt 1M

a2yl 19041201 celaall L SIM

advi_ 10041301 _pealmall_2_SIM

advl_ 10041201 malmal_3_5IM

vl 19841301 eelaull 4 _SIM

RENR EE N

o5 _5IM

a2vi 19341301 eelaull §_SIM

adi_LIE41201 _delpuli_1_ 000 RASIC

210941201 _defpul_2_DOC_BASIC V10941201 _detauh_1_DGE_FULL

a2l 18941201 delpul 3 DQC BASIC w2y 16841201 deladh 2 DGC FULL

O

11201 _detfuik_a_[ICH:_BASIC a1 T _dedaul_3 00K FULL

aZvi 18941201 detaul 5 DQC BASIC 82vi 16841201 delauh 4 OGS FULL

adv_ 10041201 defauin_i_LRA_GENERATOR

alvi 19941201 default 2 LRA GENCRATOE2W 19941201 detaut 1 AGUA_ANALYEIS

O

1201 _drda

ATE_ 101201 _dekaidi_5_| HA_GENERS TR

F ACIUA_ANALYSIS ade T TA01_dedant_1_ACie_PLsH

azvt 19941201 default 4 LRA GENERATO@AZW 19241201 defaur 3 AQUA ANALYSIS aZwi 19941201 defaut 2 AQLM PUSH

Ayna Gayayavila, BSC
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CLIMATE DT WORKFLOWS

adym_LOCAL _SETUP
alym_SYMEHROMIZE
#2ym_18900101 REMGTE_SETUR
aZym_18000101_CREATE FOB a2ym 19000101 DWC_SETUP adyr_10900101_ FDE_INFO_FILE
afyen_19000101 16D 1M1 adyrn_ 10800101 fe1_IMI

alym_10900101_fe0_1_SIM

a2yr_10800101 901 CLEAN a2yt_10800101 820 1 1 ON alym_19000101_fe0_1_CHECK_MEM aym_19000101_fe0_1_CHECK_SIZE alymn_19000101_fe0_1_FIX_CONSTANT VARIABLES
a2ym_19900101 fe0_1_1_OPA_EMERGYTOAG2 aZym_19000101_fe0_1_2 GM a7ym_19000101_Je0_1_1_OPA_ENEREYTOIGL adym_10000101_fed 1_1_OPA_ENERGY_INDICATORS alyen_10000101_fe0_1_DOS_BASIE
O
a2ym_16900101_fed_1_2_OFA_ENERGYTDIGZ aZym_19900101_fe0_1_3_ON ady_19900101_fe0_1_2 OPA_ENERGYTDIGL a2ym_19800101_te0_1_2_ORA_ENERGY_INDICATORS a2ym_18900101_fed_1_1_APP_EMERGY_INDICATORS adym_18900101_fe_1_DOC_FULL a2y _1980
a2ym_16900101_fe0_1_2_OFA_ENERGYTDIGZ aZym_19900101_fe0_1_4_ON adyi_19900101_fe0_1_3 OPA_ENERGYTOIGL a2ym_19800101_te0_1_3_ORA_ENERGY_INGICATORS a2ym_18900101_fed_1_2_APP_EMERGY_INDICATORS a2y _1980
O O O
a2ym_16900101_fe0_1_4_OPA_ENERGYTDIGZ aZym_19900101_fe0_1_5_CN ady_19900101_fe0_1 & OPA_ENERGYTDIGL a2ym_19800101_te0_1_4_ORA_ENERGY_INDICATORS a2ym_18900101_fed_1_3_APP_EMERGY_INDICATORS a2y _1980
O O O
a2ym_16900101_fed_1_5_OFA_ENERGYTDIGZ aZym_19900101_fe0_1_& OGN ady_199001011e0_1 5 OPA_ENERGYTOIGL a2ym_19800101_e0_1_5_ORA_ENERGY_INDICATORS a2ym 18900101 fed_1_4_APP_ENERGY_INDICATORS adym_1980

Ayna Gayayavila, BSC 8
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CLIMATE DT ON EUROHPC

Image courtesy of CSC

LUMI (CSC) — HPE Cray EX
e Slingshot 11 high-speed interconnect
* GPU partition (LUMI-G)
* 2978 nodes with 4 AMD MI250X GPUs
e CPU partition (LUMI-C)
e 2048 nodes with 2 64-core AMD EPYC
7763 (Milan) CPUs

Image courtesy of BSC

MareNostrum 5 (BSC) — Eviden Bullsequana
XH3000 and Lenovo ThinkSystem
* NDR Infiniband
* GPU partition (MN5-ACC)
1120 nodes with 4 NVIDIA H100 GPUs
e CPU partition (MN5-GPP)
* 6480 nodes with 2 56-core Intel Sapphire
Rapids 8480+ CPUs

19
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Production throughput on LUMI-G (158 nodes in phase 1, 128 nodes in phase 2)

o 1404

a historical

= 120

3

Q

5100 - : —— phase 1

g DT’OJECtIOﬂ p

o ———

£ g0- ICON phase 2
T T T T T T 1
0 50 100 150 200 250 300

Job Index

Production throughput on MN5-GPP (284 nodes, phase 1) and LUMI-C (256 nodes, phase 2)

5 I

wn 250 :

= rojection | control

2 200 - prol !

S

§ 150 - projection
T T T T T T 1
0 50 100 150 200 250 300

Job Index
300 Production throughput on LUMI-C (215 nodes, phase 1) and MN5-GPP (248 nodes, phase 2)

fa i

o historical I rojection

@ 250 | proj

|W

S i A i

2 200 - : W-.

£ [

3 -

3 150 projection

£

'_100_ IFS-NEMO
T T T T T T 1
0 50 100 150 200 250 300

Job Index
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AQUA: REAL TIME MODEL EVALUATION

. ] Model Performance Table
5km simulation IFS-NEMO

Net suface radiation - 082 04X 068 om 13a 08 030 139 |07 038 oY oM

Evolution of global mean surface temperature 2 Amparonrs tons-ost1 |

)
o
=]
°
Precipastion g,
=}
4 3
290 Mean Soa Lovel Pressure E
(=]
o
n n H n ﬂ ﬂ Eastward wind stress %
< @)
289 n H ! | L
ﬂ n Nothmard wind stress 3
¥
= e Temgerature
@ 4
a3 288 4 1.00
1 3
§ 3 - 4 414 1 Zoos Wind A
& L 4T T o ] -4 44 14
3 T T4 "~ A ~ 44 - [
5 T3 - -+ g - Meridional Wind o
3 2874 T1F + + on |8
]
g Specdic amisty o
°E’ g
~N Ses Surface Temperature 3
286 + 2
! 3
“ Sea Surface Salisity n .08 = %
H ERA5 oS
285 ERAS spread Sea-ce Concentration JEETH 638 =
Operational historical 3

N ‘
Total wmm?‘ﬁu- 03w | 027 | 02e

1991 1995 1999 2003 2007 2011

time &
NELF SIS T IS
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MODEL EVALUATION AGAINST OBSERVATIONS
Tenerife, the Canary Islands / \

CORDEX CORDEX IFS-NEMO -
hadgem_cclm hadgem_remo era5_land o suite ~5 km Observations c =
= 0.075 o _ =
S>E
_— ScE
7 i 5 . > e | 0755
i i i $Ug
E <\/ —~— )' ) 0.025 g =
= ,\ . \ 28.3°N 3
2
!/ - 28.05°N 30 %,’
1]
0 =
ISSSR————, e T T %
-23.76 N & -50 @
B - i B R :
o
Reunion, the Mascarene Islands
CORDEX CORDEX IFS-NEMO —_
hadgem_cclm hadgem_remo era5_land o suite ~5 km Observations c_E
= 0.075 6§~
BEE
0.050 £
— — — -20.85°S 9=
N N ol
5 \ \ 0.025 85 ¢
o F21.1°S @
\-\ D \-\ 20 X
— ~F - 21.35°5 -
o 3
| | = T T %

I,
I
R0
I
[
|
u
(=]
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ONE-PASS ALGORITHMS (OPA)

Model outputs raw
climate variables

A 4

Data notifier triggers

application workflow. Spatial
selection of specific variables

\ 4

One-pass algorithms
compute distribution of
weekly wind speed

[T

Tirme 1950-01-01 00:00:00

1z 4 | Memory consumption: 0.016 kB

\ O

4] ¥ 2 3 4 5 ] ¥ ] ¥ 3 11 13 1%
wind speed (mys]

Use case applications
compute climate
indicators
Weekly CF = 0.3861

COUNE

Tima 1950-01-01 00:00:00

Memary consumption: 0.016 kB

[+]
oo ol oz o3 o4 0% L) [ s L)
capacity factor

K. Grayson, BSC
23




Resolution 9km Global

Time 2024.09.10 - 2024.09.17

Location Area Vienna

Data ‘ Average Accumulated Precipitation

Central European Floods, 2024

Simulating ...

Climate Past (1950) Climate Present (+1.2°c) Climate Future (+2°c)
Accumulated Accumulated Accumulated
® 032 £ Ent S T oI g
precipitation (I/m?) 0l ® 09-10 precipitation [I/m2] ® Oiit0 r @ 03-10 precipitation [Ilm2) ® Ot r e03-10
380 — 380 = 380 =
el boooiod Booononcoaononanooonne P21 T AP R R S S e e prd [T PG [Spr et SR G M 6 S R
190 =f=======-==-csemscsccecccccaaceamanecaane. 190 =f====q-=====-=cceccccmmucreaccascecaaacaa. 190 =f====q=====--csemcccccccmmmcacecnonncana.
95 —fmmmedemmmmeeeeedeeeeiieeeeeeeeeeeeeaaaa- L e B T P P P L e B P
0 0 0
0= T T T [ ol D= R I 5 P 0 RN U [JOSASE PR R
10 1 12 13 14 15 16 17 Date 10 n 12 13 14 15 16 17 Date 10 n 12 13 14 il 16 17 Date
September September September
ats . o
y@imﬂatﬁ@n Earth implemented by CECMWF @esa G EUMETSAT ELEE‘\" :]Z:i:

EuroHPC

Joint Undertaking
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REPLAYING THE 2024 VALENCIA FLOODS

1950: 180 km?2 over 100 mm 2024: 340 km? over 100 mm 2050 (+2C): 510 km? over 100 mm
41.94
@ 40.96 1
B
Y 39.99 1 :f =
E 39.02
38.05 A
37.08 T T T T T - - T T - T
-3.0 —-1.0 1.0 3.0 49 —-3.0 -1.0 1.0 3.0 49 -3.0 —-1.0 1.0 3.0 4.9
Longitude [deg] Longitude [deg] Longitude [deg]
L ‘ : :
9 28 47 66 85 104 123 142 161 180

total accumlated precipitation over 29/10/24 [mm]

ID = 6227500, name = Masia de Pompo, river = Rio Jucar
Climate scenarios:
—+— 1950s

140

n +— present-day
i TSeol. mm= +2Kwarmer

1.0e+05
3.7e+04
1.4e+04
5.0e+03
1.8e+03
6.7e+02
2.5e+02
9.1e+01
3.4e+01
1.2e+01
4.5e+00

Qrouted [m3 s-1]
60 80 100 120

Discharge [m3/sec]
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SN/
How Climate Change Affects

summer Temperatures St. Louis

in the USA New York
' +1.87°c

Results from N :
high-resolution model G :
simulations for a global

warming of +1.4°C

(approximate »

present-day level). £ ¢
Mt. Shasta : (. New York

‘ e , Chicago

Mt. Shasta .-~ & St. Louis
+2.42°C [ Vg

Los Angeles

United States of America [ 1.62 °C
Mt. Shasta RN 2.42 ‘C
New York I, 1.87 'C
Chicago I 1.78 °C
St. Louis (] 1.64 °C
Los Angeles 124°C
Houston T 771123°C
00 05 10 15 20 25
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Strong Scaling - IFS atmosphere on LUMI-C and MN5-GPP
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Weak Scaling - IFS atmosphere on LUMI-C and MN5-GPP
—m— MN5-GPP = LUMI-C 1.06

T T T
64.0 32.0 18.0 9.0 4.5 2.8 1.4
Ax/km

Strong Scaling - 1.4 km IFS-FESOM on LUMI-C and MN5-GPP

97
80 &

14 . .
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Strong Scaling - Coupled ICON on LUMI-G and MN5-ACC
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ENERGY EFFICIENCY

SDPD required on larger machines to match

1000
energy efficiency of 1km coupled run on g
5600 nodes MN5: Ei d
* 237 SDPD on 5600 JUPITER nodes § =
* 134 SDPD on 5600 Frontier nodes E 14

244 SDPD on 5600 El Capitan nodes

Energy efficiency on LUMI-C and MN5-GPP

. 416.
416.00 6.00 333.00
50,50

44,00
43,00 37.00 32110

N°
- 9 km Rps

6.02
1.87 1.78

- 4.4 km = — 1.41
—— 2.8 km - s -
- 1.4 km coupled 0.90 0.83
0.40
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Funded by

'**'::* the European Union Destination Eal’th implemented by 'cECMWF @esa e EUMETSAT

CONCLUSIONS

* First ever operational multi-decadal simulations at 5 km resolution
e > 200 years of simulations already performed
 Three leading and well-established Earth System Models
 Actionable information for different sectors by impact sector applications
* Efficient use of leading EuroHPC systems across diverse hardware architectures
 Unprecedented performance and energy efficiency at up to 1km resolution
 Aclimate data portfolio exceeding 10PB and growing
 Largest available treasure trove for training future climate emulators
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